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MATRICES 

Introduction to Matrices 

Definition 

A rectangular arrangement of numbers, in m rows and n columns and enclosed 

within a bracket is called a matrix. 

𝐴 = [

𝑎11 𝑎12
… 𝑎1𝑛

𝑎21 𝑎22
… 𝑎2𝑛

:
𝑎𝑚1

:
𝑎𝑚2

:
…

:
𝑎𝑚𝑛

]

𝑚 x 𝑛

 

 

If A is a matrix of order m x n then the ith row and the jth column element of the 

matrix denoted by aij . A matrix with m rows and n columns is called an m x n 

matrix. This determines the dimensions of the matrix. 

 

Special Types of Matrices: 
 

1. Square Matrix: A matrix in which the number of rows are equal to the 

number of columns is called a square matrix. 

𝐴 = [
3 1 7
2 −2 0
4 −6 5

]

3 x 3

        𝐵 = [
−1 5
6 2

]
2 x 2

 

2. Rectangular Matrix: A matrix in which the number of rows are not equal to 

the number of columns is called a rectangular matrix. 

𝐴 = [
1 −2
7 0

−9 3
]

3 x 2

          𝐵 = [
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

]
2 x 3

 

3. Diagonal Matrix: A square matrix 𝑨 =  [𝒂𝒊𝒋]𝒏 𝐱 𝒏
 is called a diagonal 

matrix if each of its non-diagonal element is zero. That is 𝒂𝒊𝒋 = 𝟎 𝑖𝑓 𝒊 ≠ 𝒋  . 

𝐴 = [
3 0 0
0 2 0
0 0 5

]                 𝐵 = [
−1 0
0 2

]        

4. Identity Matrix: A diagonal matrix whose diagonal elements are equal to 1 

is called identity matrix . 

          That is 𝒂𝒊𝒋 = {
𝟎      𝒊𝒇 𝒊 ≠ 𝒋
𝟏     𝒊𝒇  𝒊 = 𝒋

 

   𝐼2 = [
1 0
0 1

]            𝐼3 = [
1 0 0
0 1 0
0 0 1

]            𝐼4 = [

1 0 0 0
0 1 0 0
0
0

0
0

1 0
0 1

]  
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5. Upper Triangular Matrix: A square matrix is said to be an upper triangular 

if 𝒂𝒊𝒋 = 𝟎 𝒊𝒇 𝒊 > 𝒋. That is, all the elements below the diagonal are zero. 

𝐴 = [
3 1 3
0 −2 2
0 0 5

] 

6. Lower Triangular Matrix: A square matrix said is to be a lower triangular if 

𝒂𝒊𝒋 = 𝟎 𝒊𝒇 𝒊 < 𝒋. That is, all the elements above the diagonal are zero. 

𝐴 = [
3 0 0
2 −2 0
4 −6 5

] 

7. Symmetric Matrix: A square matrix is said to be a symmetric if 𝒂𝒊𝒋 = 𝒂𝒋𝒊  

for all i and j. 

𝐴 = [
3 2 4
2 −2 −6
4 −6 5

] 

8. Skew - Symmetric Matrix: A square matrix is said to be a skew-symmetric 

if 𝒂𝒊𝒋 = −𝒂𝒋𝒊 for all i and j. 

𝐴 = [
3 2 4

−2 −2 −6
−4 6 5

] 

9. Zero Matrix: A matrix whose all elements are zero is called a zero matrix. 

    𝒂𝒊𝒋 = 𝟎     for all 𝐢 and 𝐣           𝐴 = [
0 0 0
0 0 0

]         𝐵 = [
0 0
0 0

] 

10.  Row Matrix (Vector): A matrix consists of a single row is called as a row 

vector or row matrix. 

𝐴 = [1 3 −4 10] 

11.  Column Matrix (Vector): A matrix consists of a single column is called a 

column vector or column matrix. 

𝐴 = [
2

−5
9

] 

Matrix Algebra 

1. Equality of Two Matrices: Two matrices A and B are said to be equal if  

(i) They are in same order. 

(ii) Their corresponding elements are equal. 

That is if 𝑨 =  [𝒂𝒊𝒋]𝒎 𝐱 𝒏
  and   𝑩 =  [𝒃𝒊𝒋]𝒎 𝐱 𝒏

 then   𝒂𝒊𝒋 = 𝒃𝒊𝒋   for example:  

[
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

]
2x3

= [
𝑢 𝑣 𝑤
𝑥 𝑦 𝑧 ]

2x3
    𝑖𝑓    

𝑎 = 𝑢 𝑏 = 𝑣 𝑐 = 𝑤
𝑑 = 𝑥 𝑒 = 𝑦 𝑓 = 𝑧
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2. Scalar multiple of a matrix:  

Let k be a scalar then scalar product of matrix 𝑨 =  [𝒂𝒊𝒋]𝒎 𝐱 𝒏
 is given by: 

 𝒌𝑨 =  [𝒌𝒂𝒊𝒋]𝒎 𝐱 𝒏
 

For example: if 𝑘 = 3  and   𝐴 = [
3 1 7
2 −2 0
4 −6 5

]

3x3

then:  𝑘𝐴 = [
9 3 21
6 −6 0
12 −18 15

]

3x3

 

 

3. Addition (sum) and Subtraction (difference) of Two Matrices: 

The sum/difference of two matrices of the same size is a matrix with elements 

that are the sum/difference of the corresponding elements of the two given 

matrices. 

Let 𝑨 =  [𝒂𝒊𝒋]𝒎 𝐱 𝒏
 and 𝑩 = [𝒃𝒊𝒋]𝒎 𝐱 𝒏

  are two matrices with same size, then 

sum/difference of the two matrices are given by :  

𝑨 ± 𝑩 = [𝒂𝒊𝒋]𝒎 𝐱 𝒏
± [𝒃𝒊𝒋]𝒎 𝐱 𝒏

= [𝒂𝒊𝒋 ± 𝒃𝒊𝒋]𝒎 𝐱 𝒏
   

[
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓

] ± [
𝑢 𝑣 𝑤
𝑥 𝑦 𝑧 ] = [

𝑎 ± 𝑢 𝑏 ± 𝑣 𝑐 ± 𝑤
𝑑 ± 𝑥 𝑒 ± 𝑦 𝑓 ± 𝑧

] 

The addition of two matrices can be done as follows: 

[
2 −3 0
1 2 −5

] + [
3 1 2

−3 2 5
] = [

5 −2 2
−2 4 0

] 

The subtraction of two matrices can be done as follows: 

[
2 −3 0
1 2 −5

] − [
3 1 2

−3 2 5
] = [

−1 −4 −2
4 0 −10

] 

 

4. Multiplication (Product) of Two Matrices: 

a. The product of a 1xn row matrix and an nx1 column matrix is equal to a 1x1 

matrix given by:  

[𝑎1 𝑎2 …  𝑎𝑛]1 x 𝑛  ∗    [

𝑏1

𝑏2
:

𝑏𝑛

]

𝑛 x 1

= [𝑎1𝑏1 + 𝑎2𝑏2 + ⋯+ 𝑎𝑛𝑏𝑛]1 x 1 

Note that the number of elements in the row matrix and in the column matrix must 

be the same for the product to be defined. 

[2 −3 0] ∗ [
−5
2

−2
] = [(2)(−5) + (−3)(2) + (0)(−2)] = [−16] 
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b. Matrix Product:  

The matrix product of  𝑨 =  [𝒂𝒊𝒋]𝒎 𝐱 𝒑
 and 𝑩 = [𝒃𝒊𝒋]𝒑 𝐱 𝒏

, denoted  𝑪 = 𝑨.𝑩, is 

an m x n matrix whose element 𝐶𝑖𝑗 (in the ith row and jth column) is obtained 

from the product of the ith row of 𝑨 and the jth column of 𝑩. If the number of 

columns in 𝑨 does not equal to the number of rows in 𝑩, then the matrix product 

𝑨.𝑩 is not defined. 

[𝑪𝒊𝒋]𝒎 𝐱 𝒏
= [𝒂𝒊𝒋]

𝒎 𝐱 𝒑
∗ [𝒃𝒊𝒋]𝒑 𝐱 𝒏

 

 
 

For example: 

𝐶 = [
2 3 −1

−2 1 2
]
2x3

[
1 3
2 0

−1 2
]

3x2

=

[
 
 
 
 
 [2 3 −1] [

1
2

−1
] [2 3 −1] [

3
0
2
]

[−2 1 2] [
1
2

−1
] [−2 1 2] [

3
0
2
]
]
 
 
 
 
 

2x2

= [
9 4

−2 −2
] 

 

Ex: If 𝐴 = [
1 2 2
2 1 2
2 2 1

] show that 𝐴2 − 4𝐴 − 5𝐼 = 0 

Sol:     𝐴2 = [
1 2 2
2 1 2
2 2 1

] [
1 2 2
2 1 2
2 2 1

] = [
9 8 8
8 9 8
8 8 9

] 

           4𝐴 = 4 [
1 2 2
2 1 2
2 2 1

] = [
4 8 8
8 4 8
8 8 4

]    𝑎𝑛𝑑    5𝐼 = 5 [
1 0 0
0 1 0
0 0 1

] = [
5 0 0
0 5 0
0 0 5

] 

  𝐴2 − 4𝐴 − 5𝐼 = [
9 8 8
8 9 8
8 8 9

] − [
4 8 8
8 4 8
8 8 4

] − [
5 0 0
0 5 0
0 0 5

] = [
0 0 0
0 0 0
0 0 0

] 

 

Transpose of a Matrix  

The transpose of matrix A =[𝒂𝒊𝒋]𝒏𝐱𝒎
 , written 𝑨𝑻  is the matrix obtained by 

writing the rows of 𝑨 in order as columns. 

That is : 𝑨𝑻 = [𝒂𝒋𝒊]𝒎𝐱𝒏
     and     (𝑨𝑻)𝑻 = 𝑨  

for example: a matrix 𝐴 = [
3 1 7
2 −2 0
4 −6 5

]

3x3

𝑡ℎ𝑒𝑛:  𝐴𝑇 = [
3 2 4
1 −2 −6
7 0 5

]

3x3

 

A square matrix 𝑨 is said to be symmetric if 𝑨 = 𝑨𝑻 

For example: 𝐴 = [
3 2 4
2 −2 −6
4 −6 5

]   and  𝐴𝑇 = [
3 2 4
2 −2 −6
4 −6 5

] 
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i. 𝑨. 𝑨𝑻  and   𝑨𝑻. 𝑨 are both symmetric. 

ii. 𝑨 + 𝑨𝑻  is a symmetric matrix. 

iii. 𝑨 − 𝑨𝑻  is a skew - symmetric matrix. 
 

Ex: Verify  (i) , (ii) and (iii) by using the matrix: 𝐴 = [
1 3 5

−3 −5 10
1 8 9

] 

Sol: 

i. [
1 3 5

−3 −5 10
1 8 9

] ∗ [
1 −3 1
3 −5 8
5 10 9

] = [
35 32 70
32 134 47
70 47 146

] 

ii. [
1 3 5

−3 −5 10
1 8 9

] + [
1 −3 1
3 −5 8
5 10 9

] = [
1 0 6
0 −10 18
6 18 18

] 

iii. [
1 3 5

−3 −5 10
1 8 9

] − [
1 −3 1
3 −5 8
5 10 9

] = [
0 6 4

−6 0 2
−4 −2 0

] 

 

Determinant of a Square Matrix  

Let 𝑨 = [𝒂𝒊𝒋]𝒏𝐱𝒏
 be a square matrix of order n , then |𝑨| is a number called  

determinant of the matrix 𝑨. 
 
 

1.  Determinant of 2 x 2 Matrix 

Let 𝐴 = [
𝑎11 𝑎12

𝑎21 𝑎22
]  is a 2x2 matrix,  then the determinant of 𝐴 is: 

|𝑨| = 𝒂𝟏𝟏𝒂𝟐𝟐 − 𝒂𝟐𝟏𝒂𝟏𝟐 
 

Ex: Find the determinant of 𝐴 = [
3 −2
7 4

] 

Sol: |𝐴| = (3)(4) − (7)(−2) = 26 

Ex: Find the determinant of 𝐴 = [
1 + 𝑗 𝑗2
−𝑗3 1 − 𝑗4

] 
 

Sol:    |𝐴| = 
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2. Determinant of 3 x 3 Matrix 

The following steps have to be followed to calculate the determinant: 

• Choose a row or column of 𝑨. 

• For every element in the chosen row or column, calculate its cofactor. 

• Multiply each element of the chosen row or column by its own cofactor. 

• The sum of these products is det.(A). 
 

Let 𝐴 = [

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

] is a 3x3 matrix, then the determinant of 𝐴 is:   

 |𝐴| = 𝑎11 |
𝑎22 𝑎23

𝑎32 𝑎33
| − 𝑎12 |

𝑎21 𝑎23

𝑎31 𝑎33
| + 𝑎13 |

𝑎21 𝑎22

𝑎31 𝑎32
| 

Ex: Find the determinant of 𝐴 = [
1 4 −3

−5 2 6
−1 −4 2

] 

Sol:  Using the first row: 

 

 

 

Using the second column: 

 

 

 

An alternative way to evaluate the determinant of a 3×3 matrix is sometimes 

called the basket-weave method. This method is only applicable to 3×3 matrices. 

This method is illustrated in the following example: 

Ex: Use the basket-weave method to calculate the determinant of 𝐴 = [
1 2 3
2 1 4
3 2 5

] 

Sol: 

                             𝟗       𝟖        𝟐𝟎 

1
2
3
        

2
1
2
        

3
4
5
        

1
2
3
         

2
1
2

        → |𝐴| = (5 + 24 + 12) – (9 + 8 + 20) = 4 

                             𝟓       𝟐𝟒       𝟏𝟐 

|𝐴| 

|𝐴| 
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3. Determinant of 4 x 4 Matrix  

The procedure of finding the determinant of a 3x3 matrix may be extended to find 

the determinant of a 4x4 matrix as illustrated in following example: 

Ex: Find the determinant of 𝐴 = [

2 3 0 5
1 3 2 4
5
4

3
2

4
3

1
5

] 

|𝐴| = 2 |
3 2 4
3 4 1
2 3 5

| − 3 |
1 2 4
5 4 1
4 3 5

| + 0 |
1 3 4
5 3 1
4 2 5

| − 5 |
1 3 2
5 3 4
4 2 3

| 

= 2(51 − 26 + 4) − 3(17 − 42 − 4) − 5(1 + 3 − 4) = 145 

Elementary Row Operations  
The elementary row operations can be used to find the determinant of a 

square matrix 𝑨 by reducing the matrix to an upper triangular matrix, then the 

determinant is the product of the diagonal elements as illustrated in the following 

example.  

Ex:  Find the determinant of the matrix: 𝐴 = [

2
4

−6
0

4
3
0
1

2
0
2
1

1
−1
0
2

] 

Sol: 

[

2
4

−6
0

4
3
0
1

2
0
2
1

1
−1
0
2

]
−2𝑅1 + 𝑅2

                           →
3𝑅1 + 𝑅3

   [

2
0
0
0

4
−5
12
1

2
−4
8
1

1
−3
3
2

]𝑅2 ↔ 𝑅4  

→ [

2
0
0
0

4
1
12
−5

2
1
8

−4

1
2
3

−3

]
−12𝑅2 + 𝑅3

                            →
5𝑅2 +  𝑅4

  [

2
0
0
0

4
1
0
0

2
1

−4
1

1
2

−21
7

]𝑅3 ↔ 𝑅4  

→ [

2
0
0
0

4
1
0
0

2
1
1

−4

1
2
7

−21

]4𝑅3 + 𝑅4 → [

2 4
0 1

2 1
1 2

0 0
0 0

1 7
0 7

]  

The determinant of 𝐴 is:   |𝐴| = 2 ∗ 1 ∗ 1 ∗ 7 = 14 

 

We can find the determinant by another way as follows:  

|𝐴| = |

2
0
0
0

4
−5
12
1

2
−4
8
1

1
−3
3
2

| = 2 |
−5 −4 −3
12 8 3
1 1 2

| 

|𝐴| = 2[−5(16 − 3) + 4(24 − 3) − 3(12 − 8)] = 2(7) = 14 
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Properties of the Determinant: 

• The determinant of a matrix A and its transpose are equal |𝑨| = |𝑨𝑻|. 

• If A has a row or a column of zeros then |𝑨| = 𝟎. 

• If A has two identical rows  or columns then |𝑨| = 𝟎. 

• If A is a triangular (upper or lower) matrix or a diagonal matrix then |𝑨| is the 

product of the diagonal elements: 𝐝𝐞𝐭(𝑨) = 𝒂𝟏𝟏𝒂𝟐𝟐𝒂𝟑𝟑  …… 𝒂𝒏𝒏 

• If A is a square matrix of order n and k is a scalar then |𝒌𝑨| = 𝒌|𝑨|.  
• 𝒅𝒆𝒕(𝑨.𝑩) = 𝒅𝒆𝒕(𝑨) . 𝒅𝒆𝒕 (𝑩) if A and B are square matrices of the same size. 

• 𝒅𝒆𝒕(𝑨 + 𝑩) = 𝒅𝒆𝒕(𝑨) + 𝒅𝒆𝒕 (𝑩) if A and B are square matrices of the same 

size. 

Singular Matrix 

If 𝑨 is square matrix of order n, the 𝑨 is called singular matrix when |𝑨| = 𝟎 and 

non- singular otherwise. 

For example 𝐴 = [
2 1
6 3

] is a singular matrix |𝐴| = 2 ∗ 3 − 6 ∗ 1 = 0 

Minor, Cofactor and Adjoint Matrices 

Let  𝑨 = [𝒂𝒊𝒋]𝒏𝐱𝒏
 is a square matrix, then: 

• 𝑴𝒊𝒋 denote a sub matrix of 𝑨  obtained by deleting its 𝐢𝐭𝐡 row and 𝐣𝐭𝐡 column. 

The determinant |𝑴𝒊𝒋| is called the minor of the element 𝒂𝒊𝒋 of 𝑨. 

• The cofactor of 𝒂𝒊𝒋 denoted by 𝑪𝒊𝒋 and is equal to 𝑪𝒊𝒋 = (−𝟏)𝒊+𝒋|𝑴𝒊𝒋| . 

• The transpose of the matrix of cofactors of the element 𝒂𝒊𝒋  of 𝑨 denoted by 

𝒂𝒅𝒋 𝑨 is called adjoint of matrix 𝑨. 

Ex: Find the minor, cofactor and adjoint of the matrix = [
3 4 −1
2 0 7
1 −3 −2

]   

Sol:   

The matrix of minor is: 

[
 
 
 
 
 |

0 7
−3 −2

| |
2 7
1 −2

| |
2 0
1 −3

|

|
4 −1

−3 −2
| |

3 −1
1 −2

| |
3 4
1 −3

|

|
4 −1
0 7

| |
3 −1
2 7

| |
3 4
2 0

| ]
 
 
 
 
 

= [
21 −11 −6

−11 −5 −13
28 23 −8

] 

The matrix of cofactors = [
21 11 −6
11 −5 13
28 −23 −8

] 

𝑎𝑑𝑗 𝑜𝑓 𝐴 = [
21 11 28
11 −5 −23
−6 13 −8

] 
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Inverse of a Square Matrix 

The inverse of a square matrix 𝑨, denoted by 𝑨−𝟏 is given by: 

𝑨−𝟏 =
𝒂𝒅𝒋𝒐𝒊𝒏𝒕 𝒐𝒇 𝑨

𝒅𝒆𝒕𝒆𝒓𝒎𝒊𝒏𝒂𝒏𝒕 𝒐𝒇 𝑨
 
𝒂𝒅𝒋𝑨

|𝑨|
 

• 𝑨. 𝑨−𝟏 = 𝑰    𝑎𝑛𝑑   𝑨−𝟏. 𝑨 = 𝑰      

• (𝑨−𝟏)−𝟏 = 𝑨 

• 𝒅𝒆𝒕(𝑨−𝟏) =
𝟏

𝒅𝒆𝒕(𝑨)
 

• Any matrix is said to be invertible if its determinant is not equal to zero. 

• (𝑨.𝑩)−𝟏 = 𝑩−𝟏. 𝑨−𝟏      𝑎𝑛𝑑    𝒅𝒆𝒕[(𝑨.𝑩)−𝟏] = 𝒅𝒆𝒕(𝑨−𝟏). 𝒅𝒆𝒕(𝑩−𝟏) 

• If 𝑨 is a diagonal matrix, 𝐴 = [
𝑎11 0 0
0 𝑎22 0
0 0 𝑎33

]  then: 𝐴−1 = [

1/𝑎11 0 0
0 1/𝑎22 0
0 0 1/𝑎33

] 

If 𝐴 = [
𝑎 𝑏
𝑐 𝑑

] is a  2 x 2 matrix then the inverse of matrix  𝑨  is: 

𝑨−𝟏 =
𝟏

𝒂. 𝒅 − 𝒃. 𝒄
[
𝒅 −𝒃
−𝒄 𝒂

] 

Ex: Find the inverse of 𝐴 = [
3 5
1 4

] 

Sol:  𝑑𝑒𝑡(𝐴) = 3 ∗ 4 − 1 ∗ 5 = 7  𝑡ℎ𝑒𝑛 𝐴−1 =
1

7
[

4 −5
−1 3

] = [

4

7

−5

7
−1

7

3

7

] 

H.W  For the previous example, prove that:  𝐴−1. 𝐴 = 𝐼 

Ex: Determine the inverse of the matrix:  𝐴 = [
3 4 −1
2 0 7
1 −3 −2

] 

Sol:   

The matrix of cofactors = [
21 11 −6
11 −5 13
28 −23 −8

] 

 

The transpose of the matrix of cofactors is: 

𝑎𝑑𝑗 𝑜𝑓 𝐴 = [
21 11 28
11 −5 −23
−6 13 −8

] 

The determinant of  A  is  |𝐴| = −2(−8 − 3) + 0 − 7(−9 − 4) = 22 + 91 = 113 

∴ 𝐴−1 =
𝑎𝑑𝑗 𝐴

|𝐴|
=

1

113
[
21 11 28
11 −5 −23
−6 13 −8

] 
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Solution of Simultaneous Linear System of Equations 

A third order system of linear equations has the following form:  

𝑎11𝑥1 + 𝑎12𝑥2 + ⋯⋯+ 𝑎1𝑛𝑥𝑛 = 𝑏1 ⋯⋯1 

𝑎21𝑥1 + 𝑎22𝑥2 + ⋯⋯+ 𝑎2𝑛𝑥𝑛 = 𝑏2 ⋯⋯2 

                                    
⋮
⋮
              

⋮
⋮
         

⋱
⋱
            

⋮
⋮
      =  

⋮
⋮
   

𝑎𝑛1𝑥1 + 𝑎𝑛2𝑥2 + ⋯⋯+ 𝑎𝑛𝑛𝑥𝑛 = 𝑏𝑛 ⋯⋯𝑛 

The matrix form of the system is: 

[

𝑎11 𝑎12
… 𝑎1𝑛

𝑎21 𝑎22
… 𝑎2𝑛

⋮
𝑎𝑛1

⋮
𝑎𝑛1

⋱    ⋮
… 𝑎𝑛𝑛

] [

𝑥1

𝑥2

⋮
𝑥𝑛

] = [

𝑏1

𝑏2

⋮
𝑏𝑛

]        𝑂𝑅    𝑨𝑿 = 𝑩 

 

1. Solution Using Cramer's Rule  

The following steps have to be followed: 

• Find  𝑫 ,the determinant of,  [

𝑎11 𝑎12
… 𝑎1𝑛

𝑎21 𝑎22
… 𝑎2𝑛

⋮
𝑎𝑛1

⋮
𝑎𝑛1

⋱    ⋮
… 𝑎𝑛𝑛

]          𝑫 ≠ 𝟎  

• Find 𝑫𝟏 ,the determinant of,  [

b1 a12 … a1n

b2 a22
… a2n

⋮
bn

⋮
an1

⋱    ⋮
… ann

] replace the 1st  column by 

vector B. 

• Find 𝑫𝟐 ,the determinant of, [

a11 b1 … a1n

a21 b2
… a2n

⋮
an1

⋮
bn

⋱    ⋮
… ann

] replace the 2nd  column by 

vector B. 

• Find 𝑫𝒏 ,the determinant of,  [

a11 a12 … b1

a21 a22 … b2

⋮
an1

⋮
an1

⋱    ⋮
… bn

] replace the nth column by 

vector B. 

• The solution is :    𝒙𝟏 =
𝑫𝟏

𝑫
     ,     𝒙𝟐 =

𝑫𝟐

𝑫
   ……      𝑎𝑛𝑑  𝒙𝒏 =

𝑫𝒏

𝑫
 



MATHEMATICS II                                                                                                            MATRICES [       ] 
BY: INSTRUCTOR ABDULMUTTALIB A. H. ALDOURI 

 

Ex: Solve the following system of linear equations:  

𝑥 + 𝑦 + 𝑧 = 4 

2𝑥 − 3𝑦 + 4𝑧 = 33 

3𝑥 − 2𝑦 − 2𝑧 = 2 

Sol: 

𝐴𝑋 = 𝐵 → [
1 1 1
2 −3 4
3 −2 −2

] [
𝑥
𝑦
𝑧
] = [

4
33
2

] 

𝐷 = |
1 1 1
2 −3 4
3 −2 −2

| = 1(6 + 8) − 1(−4 − 12) + 1(−4 + 9) = 35 

 

𝐷𝑥 = |
4 1 1
33 −3 4
2 −2 −2

| = 4(6 + 8) − 1(−66 − 8) + 1(−66 + 6) = 70 

 

𝐷𝑦 = |
1 4 1
2 33 4
3 2 −2

| = 1(−66 − 8) − 4(−4 − 12) + 1(4 − 99) = −105 

 

𝐷𝑧 = |
1 1 4
2 −3 33
3 −2 2

| = 1(−6 + 66) − 1(4 − 99) + 4(−4 + 9) = 175 

 

∴ 𝑥 =
𝐷𝑥

𝐷
=

70

35
= 2            𝑦 =

𝐷𝑦

𝐷
=

−105

35
= −3             𝑧 =

𝐷𝑧

𝐷
=

175

35
= 5 

 

2. Solution Using Matrix Inverse  

The system of linear equations can be written as: 

𝑨𝑿 =  𝑩 

Multiply both sides by 𝑨−𝟏, to give:  

𝑨−𝟏𝑨𝑿 =  𝑨−𝟏𝑩 

But  𝑨−𝟏. 𝑨 = 𝑰   and   𝑰. 𝑿 =  𝑿   then, the solution is:  

𝑿 = 𝑨−𝟏. 𝑩 
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Ex:  Solve the following system of linear equations:  

𝑥 + 2𝑦 = 4 

3𝑥 − 5𝑦 = 1 

Sol: 

𝐴𝑋 = 𝐵  →  [
1 2
3 −5

] [
𝑥
𝑦] = [

4
1
] 

𝐴−1 =
1

(1)(−5)−(3)(2)
[
−5 −2
−3 1

] =
−1

11
[
−5 −2
−3 1

]  

𝑋 = [
𝑥
𝑦] = 𝐴−1. 𝐵 =

−1

11
[
−5 −2
−3 1

] [
4
1
] =

−1

11
[
−22
−11

] = [
2
1
]  

𝑥 = 2    𝑎𝑛𝑑    𝑦 = 1 

Ex:  Solve the simultaneous equations: 

𝑥1 − 2𝑥2 + 𝑥3 = 3 

2𝑥1 + 𝑥2 − 𝑥3 = 5 

3𝑥1 − 𝑥2 + 2𝑥3 = 12 

Sol: 

 𝐴𝑋 = 𝐵  →   [
1 −2 1
2 1 −1
3 −1 2

] [

𝑥1

𝑥2

𝑥3

] = [
3
5
12

] 

|𝐴| = 1(2 − 1) + 2(4 + 3) + 1(−2 − 3) = 1 + 14 − 5 = 10 

The cofactor of  𝐴 = [
1 −7 −5
3 −1 −5
1 3 5

]    →    𝑎𝑑𝑗 𝐴 = [
1 3 1

−7 −1 3
−5 −5 5

] 

∴  𝐴−1 =
𝑎𝑑𝑗 𝐴

|𝐴|
=

1

10
[

1 3 1
−7 −1 3
−5 −5 5

] 

𝑋 = 𝐴−1𝐵 =
1

10
[

1 3 1
−7 −1 3
−5 −5 5

] [
3
5
12

] =
1

10
[
30
10
20

] = [
3
1
2
] 

𝑇ℎ𝑒𝑛  𝑥1 = 3 , 𝑥2 = 1  𝑎𝑛𝑑  𝑥3 = 2 
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Tutorial Sheet 

Matrix Algebra:  

Matrices A to K are given below:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 
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Determinant 

4. Use elementary row operations to evaluate the determinants of the following 

matrices. 

 

Matrix Inverse  

Find the inverse of the following matrices: 
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Solution of Linear System of Equations 

 

 

 

 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 

Ans. 
Ans. 

Ans. 

Ans. 

Ans. 


