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INTRODUCTION

» We learned that the flip-flops can be connected together to perform counting operations. Such a
group of flip-flops is a counter, which is a type of finite state machine. The number of flip-flops used
and the way in which they are connected determine the number of states (called the modulus) and
also the specific sequence of states that the counter goes through during each complete cycle.

» Counters are classified into two broad categories according to the way they are clocked:
asynchronous and synchronous.

» In asynchronous counters, commonly called ripple counters, the first flip-flop is clocked by the
external clock pulse and then each successive flip-flop is clocked by the output of the preceding flip-
flop.

» In synchronous counters, the clock input is connected to all of the flip-flops so that they are clocked
simultaneously. Within each of these two categories, counters are classified primarily by the type of
sequence, the number of states, or the number of flip-flops in the counter.



Finite State Machines

* A state machine is a sequential circuit having a limited (finite) number of states occurring in a prescribed order.

* A counter is an example of a state machine; the number of states is called the modulus. Two basic types of state
machines are the Moore and the Mealy.

= The Moore state machine is one where the outputs depend only on the internal present state.
= The Mealy state machine is one where the outputs depend on both the internal present state and on the inputs.

= Both types have a timing input (clock) that is not considered a controlling input.



General Models of Finite State Machines

= A Moore state machine consists of combinational logic that determines the sequence and memory (flip-

flops), as shown in Figure 1(a). A Mealy state machine is shown in part (b).
Outputs
Cnm{:t;g?clinnal Memory Outputs Inputis) Cnmrgg?:jm] Memory
Present state
(a) Moore machine (k) Mealy machine

Two types of sequential logic.

= In the Moore machine, the combinational logic is a gate array with outputs that determine the next state of the flip-
flops in the memory. There may or may not be inputs to the combinational logic. There may also be output
combinational logic, such as a decoder. If there is an input(s), it does not affect the outputs because they always
correspond to and are dependent only on the present state of the memory. For the Mealy machine, the present state
affects the outputs, just as in the Moore machine; but in addition, the inputs also affect the outputs. The outputs come
directly from the combinational logic and not the memory.



Asynchronous Counters

= The term asynchronous refers to events that do not have a fixed time relationship with each other and, generally, do
not occur at the same time. An asynchronous counter is one in which the flip-flops (FF) within the counter do not
change states at exactly the same time because they do not have a common clock pulse.

1 A 2-Bit Asynchronous Binary Counter

* Figure 2 shows a 2-bit counter connected for asynchronous operation.
Notice that the clock (CLK) is applied to the clock input () of only the
first flip-flop, FFO, which 1s always the least significant bit (LSB).

FFO FF1
— Dy — % Dy — ¢
* The second flip-flop, FF1, is triggered by the (bhoutput of LT
FFO. FFO changes state at the positive-going edge of each Fe 5 Fe
clock pulse, but FF1 changes only when triggered by a D_IL DT g,

positive-going transition of the O output of FFO.

FIGURE 2 A 2-bit asynchronous binary counter.
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Because of the inherent propagation delay time through a flip-flop, a transition of the input clock pulse (CLK) and a
transition of the Q output of FF0O can never occur at exactly the same time.

Therefore, the two flip-flops are never simultaneously triggered, so the counter operation 1s asynchronous.

The Timing Diagram

Let’s examine the basic operation of the asynchronous counter of Figure 2 by applying four clock pulses to FF0
and observing the Q output of each flip-flop.

Figure 3 illustrates the changes in the state of the flip-flop outputs in response to the clock pulses. Both flip-flops
are connected for toggle operation (D= Q) and are assumed to be initially RESET (Q LOW).

The positive-going edge of CLK1 (clock pulse 1) causes CLK [ 2 3 4
the houtput of FFO to go HIGH, as shown in Figure 3. - 5 — ' T
a0
I I
At the same time the Q, output goes LOW, but it Qutputs 4 Qo (LSB) |
has no effect on FF1 because a positive-going 1
transition must occur to trigger the flip-flop. |01 (MSB)

Timing diagram for the counter of
Figure 2.
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After the leading edge of CLK1, b= 1 and Q1= 0. The positive-going edge of CLK?2 causes (vto go LOW. Output Q, goes
HIGH and triggers FF1, causing Qito go HIGH.

After the leading edge of CLK2, (b= 0 and Qi = 1. The positive-going edge of CLK3 causes (bto go HIGH again.
Output Q, goes LOW and has no effect on FF1.

Thus, after the leading edge of CLK3, (b=1 and Q1= 1. The positive-going edge of CLK4 causes (bto go LOW,
while Q, goes HIGH and triggers FF1, causing Qito go LOW.

After the leadingedge of CLK4, Q0 = 0 and Q1 = 0. The counter has now recycled to its original state (both flip-flops
are RESET).

In the timing diagram, the waveforms of the (hand Qi outputs are shown relative to the clock pulses as illustrated in
Figure 3. For simplicity, the transitions of (b, @1, and the clock pulses are shown as simultaneous even though this is an
asynchronous counter. There is, of course, some small delay between the CLK and the Qhtransition and between the Q,
transition and the Qi transition.



 Note in Figure 3 that the 2-bit counter exhibits four different states, as you would expect with two flip-flops (2%= 4). Also,
notice that if (hrepresents the least significant bit (LSB) and Q:represents the most significant bit (MSB), the sequence of
counter states represents a sequence of binary numbers as listed in Table 1.

* Since it goes through a binary sequence, the counter in Figure 2 Table 1 B'_nary state _Sequence for the counter m_F'gure 2
is a binary counter. It actually counts the number of clock pulses _

. . .. Clock Pulse o, O

up to three, and on the fourth pulse it recycles to its original state —
(=0, Q1= 0). The term recycle is commonly applied to counter I“”'I‘“"F E: ?
operation; it refers to the transition of the counter from its final ? | 0
state back to its original state. 3 ] I
4 (recycles) 0 (0

* The state sequence for a 3-bit binary counter is listed in Table 2, and a 3-bit asynchronous binary counter is
shown in Figure 4 (a). The basic operation is the same as that of the 2-bit counter except that the 3-bit counter

has eight states, due to its three flip-flops.



Table 2

State sequence for a 3-bit binary counter.

FE0 FF1 FE2
I:-':l:- D] _{;]| .D'_-_\. —I:_-:'-.
CLK >C >C =>C
0, 3, 7,
— — —
(a)
ax _[T_FL_FL L FL L L
| | | | | | | |
Oy (LSB) | 0 I 0 | ] 0
T | | | | | |
| | | |
¢ 0 : 0 | : | 0 : | : 0
_— | | | I
| | | | | | | |
N E S . —
&, (MSB) I 0 I 0 I I : | : | :
(b) L Recycles back to 0

Clock Pulse 0 o [

Initially 0 0 0
1 0 0 |
2 0 | 0
3 0 | |
4 | 0 0
3 | 0 |
6 1 | 0
7 I 1 I
8 (recycles) 0 0 0

FIGURE 4 Three-bit asynchronous binary counter and its timing diagram for one cycle.
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* A timing diagram is shown in Figure 4 (b) for eight clock pulses. Notice that the counter progresses through a binary
count of zero through seven and then recycles to the zero state. This counter can be easily expanded for higher count, by
connecting additional toggle flip-flops.

* Asynchronous counters are commonly referred to as ripple counters for the following reason: The effect of the
input clock pulse 1s first “felt” by FFO.

» This effect cannot get to FF1 immediately because of the propagation delay through FFO. Then there 1s the
propagation delay through FF1 before FF2 can be triggered.

e Thus, the effect of an input clock pulse “ripples” through the counter, taking some time, due to propagation delays, to
reach the last flip-flop.

e To illustrate, notice that all three flip-flops in the counter of Figure 4 change state on the leading edge of CLK4. This
ripple clocking effect 1s shown in Figure 5 for the first four clock pulses, with the propagation delays indicated.

e The LOW-to-HIGH transition of Q0 occurs one delay time (tp; ) after the positive-going transition of the clock pulse.



The LOW-to-HIGH transition of Q occurs one delay time (#z#) after the positive-going transition of Q,.

The LOW-to-HIGH transition of Q:occurs one delay time (#.#) after the positive-going transition of Q;. As you can
see

FF2 is not triggered until two delay times after the positive-going edge of the clock pulse, CLK4. Thus, it takes three
propagation delay times for the effect of the clock pulse, CLKA4, to ripple through the counter and change Q> from LOW
to HIGH.

This cumulative delay of an asynchronous counter is a major disadvantage in many applications because it limits the rate
at which the counter can be clocked and creates decoding problems. The maximum cumulative delay in a counter must be
less than the period of the clock waveform.



CLK | 2 i 4
I | |
| 1 1
| |
Oy L | I
I I 1 I |
[ [ (N
0, | | |
1 I 1 | 1 -
| L ]
I N
9 || L L
(I | . I I I . .
—-I Id— —b: :-H— tpa (CLK to @) —wy 4 ipy; (CLK to @)
ey | I I = .
oy i —:—h—: :-d— by ps ¢ Q.;; to ";"-__,I —{—h: rl-}— fopL, I‘Eﬂ to N
(CLK to 02, II II . : :"_ tpyy (2 to Q)

Propagation delays in a 3-bit asynchronous (ripple-clocked)
binary counter.

EXAMPLE 1

A 4-bit asynchronous binary counter is shown in Figure 6(a). Each D flip-flop is negative edge-triggered and has a
propagation delay for 10 nanoseconds (ns). Develop a timing diagram showing the Q output of each flip-flop, and
determine the total propagation delay time from the triggering edge of a clock pulse until a corresponding change
can occur in the state of (. Also determine the maximum clock frequency at which the counter can be operated.
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e

FED FFI FF2 FF3
o, 0, 0,
D, D, - D, L D,
CLKE —dJ=0C o A= s
E: 5I 5]
(a)
cLk 1] [2] | n |5 6| |? % | |+; 10 |EI 2 |r5 14 |E5 6
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | |
@, |
| | | | | | | |
2,
2,
| |
Q_'.!_ _—
(b

FIGURE 6 Four-bit asynchronous binary counter and its timing diagram.
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Solution

The timing diagram with delays omitted 1s as shown in Figure 6 (b). For the total delay time, the effect of CLK8 or CLK16
must propagate through four flip-flops before

(s changes, so

The maximum clock frequency is

The counter should be operated below this frequency to avoid problems due to the propagation delay.

Related Problem*
Show the timing diagram if all of the flip-flops in Figure 6(a) are positive edge-triggered.
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Asynchronous Decade Counters

* The modulus of a counter is the number of unique states through which the counter will sequence.

e The maximum possible number of states (maximum modulus) of a counter is 2™, where nis the number of flip-flops
in the counter.

« Counters can be designed to have a number of states in their sequence that is less than the maximum of 2™. This type
of sequence is called a fruncated sequence.

* One common modulus for counters with truncated sequences is ten (called MOD10). Counters with ten
states in their sequence are called decade counters.

* A decade counter with a count sequence of zero (0000) through nine (1001) 1s a BCD decade counter because its ten-
state sequence produces the BCD code.

* This type of counter is useful in display applications in which BCD is required for conversion to
a decimal readout.

* To obtain a truncated sequence, it is necessary to force the counter to recycle before going through all of its possible
states.
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For example, the BCD decade counter must recycle back to the 0000 state after the 1001 state. A decade counter
requires four flip-flops (three flip-flops are insufficient because 23 = 8).

Let’s use a 4-bit asynchronous counter such as the one in Example 1 and modify its sequence to illustrate the principle of
truncated counters. One way to make the counter recycle after the count of nine (1001) is to decode count ten (1010) with
a NAND gate and connect the output of the NAND gate to the clear (CLR) inputs of the flip-flops, as shown in Figure
7(a).

Notice in Figure 7(a) that only Qhrand (}are connected to the NAND gate inputs. This arrangement is an example of partial
decoding, in which the two unique states (1= 1 and (3= 1) are sufficient to decode the count of ten because none of the
other states (zero through nine) have both (rand (HIGH at the same time. When the counter goes into count ten (1010),
the decoding gate output goes LOW and asynchronously resets all the flip-flops.

The resulting timing diagram is shown in Figure 7(b). Notice that there 1s a glitch on the () waveform. The reason for this
glitch 1s that Qmust first go HIGH before the count of ten can be decoded. Not until several nanoseconds after the counter
goes to the count of ten does the output of the decoding gate go LOW (both inputs are HIGH). Thus, the counter is in the
1010 state for a short time before it is reset to 0000, thus producing the glitch on Q and the resulting glitch on the CLR line
that resets the counter.



. . 10 decoder
Other truncated sequences can be implemented in a DD@

similar way, as Example 2 shows.

FF( FF1 FF2 FF3
Gy

]
=
5

]

1]

EXAMPLE 2

L
Vi =
L

:
] |
Voo
':-\.l (=]
.
a

CLKE —9=C

(il
[
i
j

Show how an asynchronous counter with J-K flip- LR iR IR o
flops can be implemented having a modulus of i i

twelve with a straight binary sequence from 0000
through 1011.

(a)

Solution | | I | | | | | i | i

Since three flip-flops can produce a maximum of 2, | BTN
eight states, four flip-flops are required to produce | |
any modulus greater than eight but less than or equal ’
to sixteen. 0.

(b

An asynchronously clocked decade counter with asynchronous recycling.
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When the counter gets to its last state, 1011, 1t must recycle back to 0000 rather than going to its normal next state
of 1100, as 1llustrated in the following sequence chart:

0y O O Oy
] 0 0 0
Recycles
1 0 | 1
1 | 0 0 MNormal next state

Observe that (band Qi both go to 0 anyway, but (2and (3 must be forced to 0 on the twelfth clock pulse. Figure 8 (a) shows
the modulus-12 counter. The NAND gate partially decodes count twelve (1100) and resets flip-flop 2 and flip-flop 3.

Thus, on the twelfth clock pulse, the counter is forced to recycle from count eleven to count zero, as shown in

the timing diagram of Figure 8(b). (It is in count twelve for only a few nanoseconds before it is reset by the
glitchon CLR.)
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12 decoder

HIGH —e¢ » » }
FF0 FF1 FF2 FF3
ay o 25 o,
— Jﬂ —L*— "rl —LH "r2 —8 »— JS —
CLE ——d=cC L o= -7 d=C
&, K, K, K,
CLR CLR CLR CLR
1 i 7 i CLR
()
ax [ I ) ) I 3 I I A I ) O I 7 Y |2|
| i i i | | i i | i | |
I I I I
0 1 1
’ I I I I I I I
| | | | | | |
| | |
0, ! ! L
I I I I Glitch |
| | |
o, I |
= | ]
| | | |
| I I |
o o
Decoder I I I
output
CLR) Glitch =~
ib)

FIGURE 8 Asynchronously clocked modulus-12 counter with asynchronous recycling.
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Synchronous Counters

e The term synchronous refers to events that have a fixed time relationship with each other.

* A synchronous counter is one in which all the flip-flops in the counter are clocked at the same time by a common
clock pulse.

« J-K flip-flops are used to illustrate most synchronous counters. D flip-flops can also be used but generally require more
logic because of having no direct toggle or no-change states.

A 2-Bit Synchronous Binary Counter

* Figure 9 shows a 2-bit synchronous binary counter. Notice that an arrangement different from that for the
asynchronous counter must be used for the Jiand K inputs of FF1 in order to achieve a binary sequence. A D
flip-flop implementation is shown in part (b).

HIGH The clock input goes to
o 0 Rl 0 each flip-flop in a
0 0 D
Jo — | — U — : & synchronous counter.
== C = (7 = = C
Ky K o— 0, o
—Ll 2-bit synchronous
CLK CLE .
binary counters.
ia) J-K flip-flop (k) I flip-flop
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The operation of a J-K flip-flop synchronous counter is as follows: First, assume that the counter is initially in the
binary 0 state; that is, both flip-flops are RESET. When the positive edge of the first clock pulse is applied, FFO will
toggle and Qywill therefore go HIGH.

What happens to FF1 at the positive-going edge of CLK1? To find out, let’s look at the input conditions of FF1.
Inputs /i and K are both LOW because (b, to which they are connected, has not yet gone HIGH. Remember, there is
a propagation delay from the triggering edge of the clock pulse until the Q) output actually makes a transition. So, J=
0 and K = 0 when the leading edge of the first clock pulse is applied. This 1s a no-change condition, and therefore
FF1 does not change state.

A timing detail of this portion of the counter operation is shown in Figure 10 (a).

CLKI CLK2
N , 1 — N o
o g ——"__|=— Propagation delay through FFO o | Propagation delay through FFD
|
|
g, 0 2 il]' ": Propagation delay through FFI

Timing details for the 2-bit synchronous counter operation (the propagation delays of both
flip-flops are assumed to be equal).
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CLK3 CLEK4

I | |
0y —-1| =— Propagation delay through FFO Qg —*
-

I

(0 ]
| ——

E'D

«— Propagation delay through FFO

|

2,

=~— Propagation delay through FFI

() (d}

After CLK1, b= 1 and @Qi= 0 (which is the binary 1 state). When the leading edge of CLK2 occurs, FFO will toggle
and @ will go LOW. Since FF1 has a HIGH (= 1) on its Jiand K inputs at the triggering edge of this clock pulse,
the flip-flop toggles and Qi goes HIGH. Thus, after CLK2, (b= 0 and Q1= 1 (which 1s a binary 2 state). The timing
detail for this condition is shown in Figure 10 (b).

When the leading edge of CLK3 occurs, FF0 again toggles to the SET state ((b= 1), and FF1 remains SET (Q:= 1) because

its Jiand Kiinputs are both LOW (= 0). After this triggering edge, (b= 1 and (1= 1 (which is a binary 3 state). The timing
detail is shown in Figure 10 (c).

Finally, at the leading edge of CLK4, (band @ go LOW because they both have a toggle condition on their Jand K inputs.
The timing detail is shown in Figure 10 (d). The counter has now recycled to its original state, binary 0.
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Examination of the D flip-flop counter in Figure 9(b) will show the timing diagram is the same as for the J-K flip-flop
counter. The complete timing diagram for the counters in Figure 9 1s shown in Figure 11. Notice that all the waveform
transitions appear coincident; that is, the propagation delays are not indicated.

Although the delays are an important factor in the synchronous counter operation, in an overall timing diagram they are
normally omitted for simplicity. Major waveform relationships resulting from the normal operation of a circuit can be
conveyed completely without showing small delay and timing differences. However, in high-speed digital circuits, these
small delays are an important consideration in design and troubleshooting.

Timing diagram for the counters of Figure 9.
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A 3-Bit Synchronous Binary Counter

A 3-bit synchronous binary counter is shown in Figure
12, and its timing diagram is shown in Figure 13. You

can understand this counter operation by examining its
sequence of states as shown in Table 3.

Table 3

State sequence for a 3-bit binary counter.

Clock Pulse 2, 0, O

[nitially 0 0 0
l 0 0 I
2 0 I 0
3 0 I I
4 l 0 0
3 l 0 I
6 l I 0
7 l I I
8 (recycles) 0 0 0

HIGH

T 0,2,
| dy | J 2, D_*_ J, — 0,

(= = =g
Jli":_I'.} Jii":.l KE
CLK
FIGURE 12 A 3-bit synchronous binary counter.
Clk |1 2 3 - 3 6 7 8
| | | [ | | | |
| ! | | I [ | |
0 | I I -
| i | i | | | |
| | | | | | | |
2 | | ! S -
| i | i i | | |
A S
0, | ! ! |

FIGURE 13 Timing diagram for the counter of Figure 12.
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First, let’s look at (b. Notice that (bchanges on each clock pulse as the counter progresses from its original state to its
final state and then back to its original state. To produce this operation, FFO must be held in the toggle mode by
constant HIGHs on its Joand Koinputs. Notice that Qi goes to the opposite state following each time (bis a 1. This
change occurs at CLK2, CLK4, CLK6, and CLKS8. The CLKS8 pulse causes the counter to recycle. To produce this
operation, (bis connected to the Jiand Kiinputs of FF1. When (bis a 1 and a clock pulse occurs, FF1 1s in the toggle
mode and therefore changes state.

The other times, when (is a 0, FF1 1s in the no-change mode and remains 1n its present state. Next, let’s see how FF2
1s made to change at the proper times according to the binary sequence. Notice that both times () changes state, it is
preceded by the unique condition in which both (band Qrare HIGH. This condition is detected by the AND gate and
applied to the .Land Kzinputs of FF2. Whenever both (band Qrare HIGH, the output of the AND gate makes the .£and
K>iputs of FF2 HIGH, and FF2 toggles on the following clock pulse. At all other times, the .£and Kzinputs of FF2 are
held LOW by the AND gate output, and FF2 does not change state.



The analysis of the counter in Figure 12 is summarized in Table 4.

Table 4

Summary of the analysis of the counter in Figure 12.

Outputs J-K Inputs At the Next Clock Pulse
Clock Pulse {0 0, o J2 K, J1 K Jo Ky FF2 FF1 FFO
Initially 0 0 0 0 0 0 \ 1 1 NC" NC Togele
1 0 0 1 0 0 1 1 1 1 NC Togele Togele
2 0 1 0 0 0 0 (0 1 1 NC NC Togele
3 0 1 1 1 I 1 1 I 1 Toggle Togale Togale
4 1 0 0 0 0 0 0 1 1 NC NC Togele
3 1 0 1 0 0 1 1 I 1 NC Toggle Togale
b 1 1 0 0 0 0 0 1 1 NC NC Togele
T 1 1 1 1 1 1 1 1 1 Toggle Toggle Toggle
Counter recycles back to (0.

*NC indicates No Change.
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A 4-Bit Synchronous Binary Counter

Figure 14 (a) shows a 4-bit synchronous binary
counter, and Figure 14 (b) shows its timing
diagram. This particular counter is implemented
with negative edge-triggered flip-flops. The
reasoning behind the Jand K input control for the
first three flip-flops is the same as previously
discussed for the 3-bit counter. The fourth stage,
FF3, changes only twice in the sequence. Notice

that both of these transitions occur following the
times that b, O, and Q:are all HIGH.

This condition is decoded by AND gate G>so
that when a clock pulse occurs, FF3 will
change state. For all other times the .5and K
inputs of FF3 are LOW, and it is in a no-change
condition.

HIGH

FFO FFI L 0,0, FF2 L

00,0, FF3

CLE

(a)

(k)

FIGURE 14 A 4-bit synchronous binary counter and timing
diagram. Times where the AND gate outputs are HIGH are
indicated by the shaded areas.
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A 4-Bit Synchronous Decade Counter

As you know, a BCD decade counter exhibits a truncated binary sequence and goes from 0000 through the 1001
state. Rather than going from the 1001 state to the 1010 state, it recycles to the 0000 state. A synchronous BCD
decade counter is shown in Figure 15. The timing diagram for the decade counter is shown in Figure 16.

[ , f _
_— CLE |1| 1| 3| 4| 5| 5| ?l sl @l
I | | | | | | | |
FFO 2, il LDL | i g 0l 1o 1 lof[r]el[1]o
o O e D o CR Lo e @ | . | T
L Lo Lo § L g, 0o v b oo ]o] |
5 L L L
K, K, — — £ : g, 0107070ty foo)|
T —
- g, 0l o bobo ol ololao I
FIGURE Timing diagram for the BCD
FIGURE 15 A synchronous BCD decade counter. decade counter (Qois the LSB).
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The counter operation is shown by the sequence of states in Table 5. First, notice that FFO (() toggles on each clock

pulse, so the logic equation for its Joand Koinputs is
Jo=Ko=1

This equation is implemented by connecting Joand Koto a constant HIGH level.

Next, notice in Table 5 that FF1 () changes on
the next clock pulse each time

=1 and (=0, so the logic equation for the
and Kiinputs 1s

Jy = Ky = Qo0;
This equation is implemented by ANDing (hand (s

and connecting the gate output to the
Jrand Kiinputs of FF1

Table 5
States of a BCD decade counter.

Clock Pulse 0 0, o, Oy
[nitially 0 0 0 0

| 0 0 0 |

2 0 0 1 0

3 0 0 1 1

4 0 | 0 0

5 0 | 0 |

6 0 | | 0

7 0 | | |

8 | 0 0 0

9 | 0 0 |

10} (recycles) 0 0 0 0

30
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Flip-flop 2 ((») changes on the next clock pulse each time both (hb=1and Qi=1.
This requires an input logic equation as follows:

Jr = Ky = Op0

This equation is implemented by ANDing (band Q1 and connecting the gate output to the
hand Kzinputs of FF2.

This equation is implemented by ANDing (hand @ and connecting the gate output to the .~and Kzinputs of FF2.

Ji = Ky = UpUr + Ul

This function is implemented with the AND/OR logic connected to the .,5and K3 inputs of FF3 as shown in the logic
diagram in Figure 15. Notice that the differences between this decade counter and the modulus-16 binary counter in
Figurel4(a) are the Q: AND gate, the b@s AND gate, and the OR gate; this arrangement detects the occurrence of
the 1001 state and causes the counter to recycle properly on the next clock pulse
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